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Play a Game:  
Real or AI generated hotel review?

Paper Contributions

❖ 20,000 Hotel Reviews – 10,000 real & 10,000 fake.

❖ 10 Languages – English, Chinese, French, German, Italian, 
Korean, Romanian, Russian, Spanish, Turkish.

❖ Diverse Locations & Sentiments – Reviews span 10 
locations with varying sentiment polarities.

❖ AI vs. Human Language Markers – Syntactic & lexical 
differences in LLM-generated vs. real hotel reviews.

❖ Deception Detection Insights – Key factors affecting 
multilingual fake review detection performance.

Code and Dataset:

Table 1. Random reviews with pos (+) and neg (-) sentiments across 10 languages.

Fig 3. Acc with XLM-RoBERTa model per prompt and 
review language on few-shot train-test split.

Fig 2. Human accuracy per review language.

Fig 1. Accuracy with XLM-RoBERTa model per (a) review 
language, (b) prompt language, (c) hotel location on the 

few-shot train-test split

Fig 4. Accuracy measured with XLM-RoBERTa and best 
Random Forest model on different ratios of training data. 

The accuracy plateaus at 10%, i.e., 2,000 reviews.

Table 2. Experimental train-test data split: 
default split 80-20%, while the few-shot 1-99%.

Table 3. Classification test results with the few-shot and
default setups over all languages.
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